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Outline

● The Hyperscale Revolution of Deep RL
● Unlock #1: Faster, diverse Eval (and curriculum learning)
● Unlock #2: Theory Inspired, simpler RL 
● Unlock #3: Theory Inspired, scalable Meta-RL

○ Discovering RL Algorithms
● Bonus: AI Scientist – doing e2e science.. !

Note: this is a bit of a “choose your own adventure” talk. 





A tale of two revolutions: #1 The Deep Learning Revolution

https://en.wikipedia.org/wiki/AlexNet



2: The Deep RL Revolution..

“Playing Atari with Deep Reinforcement Learning”, 
Mnih et al, NIPS Deep Learning Workshop 2013

“Reinforcement Learning – An Introduction”, 
Sutton and Barto



Looking back 12+ 
years later… 



RL’s Computational Inefficiency Problems

RL typically requires policy rollouts to happen in environments written for the CPU

Ben Ellis



From Computational Inefficiency to Algorithmic Complexity:

“IMPALA: Importance Weighted Actor-Learner Architectures”, L Espeholt et al

● Difficult to keep the GPU 
“busy” 

● Data gets stale
● Algorithmic and Engineering 

Complexity
 



What else does this mean? Example: Hanabi!



What else does this mean? Example: Hanabi!

Slow: “..Training a Rainbow agent for the sample limited regime of 100 million 
steps took approximately seven days using an NVIDIA V100 GPU.” [1]

● 165 steps / second on an NVIDIA V100 

Expensive: “.. agents for 20 billion steps. We estimate the computation took 100 
CPU years for a population size of 30.. “ [1]

● 190 steps / CPU second

1: “The Hanabi Challenge: A New Frontier for AI Research”, Bardt et al, https://arxiv.org/pdf/1902.00506



What else does this mean? Example: Hanabi!
Hyper-engineered: requiring C++ for env 
and training loop with complicated thread 
handling

However, this achieves roughly 12.000 
SPS on 3 GPUs.

“Off-Belief Learning”, Hu et al



Take-Away:
Deep RL had lost the “Hardware Lottery”



A Path Forward: 
The Second Coming of the 

GPU (to deep RL)



What if we run everything on the GPU instead? Wouldn’t this be difficult?

The solution:

Ben Ellis



Solution: Jax!

Chris Lu



Solution: Jax vmap!

Chris Lu



Scaling Up: PureJaxRL

Chris Lu



PureJaxRL Speedups

Chris Lu



#1:
Faster, diverse Eval 

(and curriculum discovery)



ICLR 2025 Oral



Can we learn a _foundation model_ for 
decision making? 



Interlude: Curriculum learning 

P * ( 1- P) (SFL) rocks

NeurIPS 2024



Interlude: Curriculum learning 

Kinetix Zero-Shot

P * ( 1- P) (SFL) rocks



Fine-Tuning Results (..cause that’s what you can do with a foundation model.. )



(Slides from 
Chris Lu)



JaxMARL - So far Eight Environment Suites

MABrax

MPE Overcooked STORM

CoingamePrisoner’s 
Riddle

SMAX



Environment Speedups



SMAX

http://www.youtube.com/watch?v=GOutN3hWAcc


…e.g.
20k SPS on Hanabi 

…Python based

…And growing



See our repo and blog post for more information



JAX-LOB: A GPU-Accelerated Limit Order Book Simulator to 
Unlock Large Scale Reinforcement Learning for Trading

Sascha Frey, Kang Li, Peer Nagy, Silvia Sapora, Chris Lu, 
Stefan Zohren, Jakob Foerster, Anisoara Calinescu
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(Slides from 
Sasha Frey)

International Conference on AI in Finance: ICAIF'23
Best Academic Paper



The Financial Markets are a complex multi-agent System
Limit Order Book

+

Interesting Emergent Dynamics



JAX-LOB Benefits: 75x Speed-Up Over CPU Equivalent

Automatic parallelisation: major benefit for RL since the entire training loop is GPU 
native. Similar speed-up expected for Monte Carlo methods

33



Interlude 1:



A Token Level Order-Book model based on the S5 state-space model.





ICML 2024  - Spotlight Poster





Blazing Fast Challenging… 



#2:
GPU Acceleration + (some) 

Theory = 
Simplified Reinforcement 

Learning



ICLR 2025 spotlight



Part 1: Analysing and Stabilizing TD….

Why is TD so unstable?        It’s not a gradient of anything

How can we analyse TD?                      Using the Jacobian

Slide by: Mattie Fellows

How can we stabilise TD?  
 By introducing  and LayerNorm 

+    L2 regularisation



1) Batchnorm layers make the policy myopic:

2) LayerNorm + L2 regularisation instead mitigates Off-Policy Instability:

Theoretical insights - read the paper for details



Baird’s counterexample:
Simple MDP with linear function 
approximator and off-policy 
sampling

Tabular Validation



Part 2: Simplifying Temporal Difference Learning



No Target network, no replay – just TD Learning



The sampling regime of PQN



Results

A competitive and simple 
algorithm!

Q-learning is back!





#3: GPU Acceleration + 
(some) Theory = 

Scalable Meta - RL



Mirror Learning Framework (ICML 2022)

Slides from Chris Lu



Mirror Learning: The Update Formula (Simplified)

At every iteration, maximize

Drift Function



Mirror Learning: Properties



Space of RL Algorithms



Space of RL Algorithms

?

??



NeurIPS 2022



A Meta Learning Approach

At every iteration, maximize

Drift Function

Parameterise as a neural 
network, 𝜙, compliant with theory



Sample population 
of n candidates {𝜙} 

Train an RL agent 
with drift function 

𝜙0 to get 𝜃0 

Update

Train an RL agent 
with drift function 
𝜙n-1 to get 𝜃n-1

Fitness is return 
of 𝜃0 

Fitness is return 
of 𝜃n-1

How to estimate 
Meta-Gradients?



Learned Policy Optimisation (LPO) Performance

Note: All runs use BRAX default 
Hyperparameters for PPO



Visualizing Objective Functions: PPO



Visualizing Objective Functions: PPO



Visualizing Objective Functions: LPO



Interpreting LPO

1. “Rollback” for Negative Advantage
2. Cautious Optimism for Positive 

Advantage
3. Implicit Entropy Maximisation
4. Secondary Features
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Interpreting LPO

1. Rollback for Negative Advantage
2. Cautious Optimism for Positive 

Advantage
3. Implicit Entropy Maximisation
4. Secondary Features



Discovered Policy Optimisation (DPO)



Discovered Policy Optimisation Performance

Note: All runs use BRAX default 
Hyperparameters for PPO



Discovered Policy Optimisation: Far OOD Performance



Discovery: DPO

1. Picked 𝜙 that 
corresponds to a core 
part of hand-crafted RL 
objective functions.
Parameterised based 
on theory

2. Meta-Optimized 𝜙 
using evolution and 
PureJaxRL

3. Analyzed 𝜙 to gain 
insight into policy 
optimization and create 
Discovered Policy 
Optimisation



Temporally-Adaptive LPO (ICLR 2024)

Matthew Jackson*, Chris Lu*, Louis Kirsch, Robert Lange, Shimon Whiteson, Jakob Foerster, ICLR 2024
*equal contribution



We get much better performance!



1. Reward Functions
a. Sapora, Silvia, et al. “EvIL: Evolution Strategies for Generalisable Imitation Learning.” ICML 

2024
2. Expert Datasets

a. Lupu, Andrei, et al. “Behaviour Distillation.” ICLR 2024
3. High-Dimensional Opponent Shaping

a. Khan, Akbir, et al. "Scaling Opponent Shaping to High Dimensional Games." AAMAS 2023
4. Better Environments

a. Matthews, Michael et al. “Craftax” ICML 2024
b. Frey, Sasha et al, “JAX-LOB” ICAIF 2023

5. Synthetic Environments
a. Lu, Chris et al. “Adversarial Cheap Talk.” ICML 2023
b. Liesen, Jarek et al. “Discovering Minimal Reinforcement Learning Environments”

6. Learned RL Optimizers
a. Goldie, Alexander et al. “Can Learned Optimization Make Reinforcement Learning Less 

Difficult?” ICML 2024 AutoRL Workshop (Spotlight)

Further example work from FLAIR at the Hyperscale.. 

All of these experiments would have taken years to run in the old paradigm…



Conclusion
● We are in the middle of a revolution for deep RL: end-to-end GPU acceleration
● Speed-ups of many orders of magnitude are possible
● We have implemented a number of environments in JAX
● This unlocks theory-inspired, simpler, highly performant algorithms
● It also pushes the frontier for meta-RL
● All code and many tools are open source on our github
● Thanks for listening!

Open questions:

● RL at the hyperscale in the Age of (Agentic) LLMs?
● Breaking out of the (JAX) Box? 

More info and code @j_foerst  and www.foersterlab.com

Thanks for listening!

https://x.com/j_foerst/
http://www.foersterlab.com

