
Abstract: how can we understand ourselves as sentient creatures? And what are the principles that underwrite sentient 

behavior? This presentation uses the free energy principle to furnish an account in terms of active inference. First, we 

will try to understand sentience from the point of view of physics; in particular, the properties that self-organizing 

systems—that distinguish themselves from their lived world—must possess. This formulation is based on the following 

arguments: if a system can be differentiated from its external milieu, then its internal and external states must be 

conditionally independent. Crucially, this independence equips internal states with an information geometry, pertaining 

to probabilistic beliefs about something; namely external states. In short, internal states will appear to infer—and act 

on—their world to preserve their integrity. This leads to a Bayesian mechanics, which can be neatly summarized as self-

evidencing. In the second half of the talk, we will unpack these ideas using constructs from neurobiology — and 

simulations of Bayesian belief updating in the brain.
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I'd like to meet Helmholtz. He believed in unconscious 
perceptual inference. He thought that vision involves many 
inferences: one infers, from the proximal stimulus, the state 
of the world that generated it.

Another aspect of Helmholtz's work concerned free energy. 
What he didn't know was that to infer a complex model, a 
statistician would advise you to do the inference by 
determining the best way for your model to explain the data. 
A model can have multiple ways of explaining the data. You 
need to determine the probability of each of these ways. 
Variational inference approximates the probabilities while 
ensuring model improvement.

Thus, the two completely different aspects of Helmholtz's 
work—free energy and perceptual inference—are closely 
related. Free energy is the key to perceptual inference. And 
I'd like to tell Helmholtz this.
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“How can the events in space and time which take place within the spatial 

boundary of a living organism be accounted for by physics and chemistry?”

 (Erwin Schrödinger 1943)
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lemma: any random dynamical system that possesses a Markov blanket (m) will 

appear to self-evidence

Density dynamics

And its solution in terms of a Helmholtz decomposition
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The dynamics of self-organisation (to nonequilibrium steady-state)
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The dynamics (i.e., flow) at NESS



But what about the Markov blanket?
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Giuseppe Arcimboldo, The Vegetable Gardener (c.1590). Oil on panel. Our percepts are 

constrained by what we expect to see and the hypotheses that can be called upon to explain our 

sensory input. Arcimboldo, "a 16th century Milanese artist who was a favorite of the Viennese, 

illustrates this dramatically by using fruits and vegetables to create faces in his paintings.



“Objects are always imagined as being present in the 

field of vision as would have to be there in order to 

produce the same impression on the nervous 

mechanism” - von Helmholtz 

Thomas Bayes

Geoffrey Hinton

Richard Feynman

The Helmholtz machine and 

the Bayesian brain

Richard GregoryHermann von Helmholtz 

Peter Dayan



“Objects are always imagined as being present in the 

field of vision as would have to be there in order to 

produce the same impression on the nervous 

mechanism” - von Helmholtz 

Richard GregoryHermann von Helmholtz 
Impressions on the Markov blanket…
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The Helmholtz decomposition, Bayesian filtering and predictive coding
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Making our own sensations

Changing 

sensations

sensations – predictions

Prediction error

Changing 

predictions

Action Perception



Perception

David Mumford

Predictive coding with reflexes
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Active states
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Active statesSensory statesExternal states Internal states
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Bayesian surprise and Infomax

No prior beliefs or preferences:
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Planning as 

inference
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Sampling the world to resolve uncertainty

Extrinsic value
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Saccadic fixation and salience maps

Saccadic eye movements
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“Each movement we make by which we alter the appearance of 

objects should be thought of as an experiment designed to test 

whether we have understood correctly the invariant relations of 

the phenomena before us, that is, their existence in definite 

spatial relations.” 

‘The Facts of Perception’ (1878) in The Selected Writings of Hermann von 

Helmholtz, Ed. R. Karl, Middletown: Wesleyan University Press, 1971 p. 384

Hermann von Helmholtz 
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