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Research topics

= Machine Learning: reinforcement learning,
uncertainty quantification, federated learning,
inverse constraint learning

= Natural Language Processing: LLM
alignment and inference, agentic LLMs,
knowledge graphs, post-editing ASR error
correction

= Applications: autonomous driving, sports
analytics, material design for CO2 recycling
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Outline

 LLM Alignment

= Reinforcement Learning from Human Feedback
= Direct Preference Optimization
= Reward Guided Text Generation
= LLM Reasoning
= Search and planning
= Group Relative Policy Optimization (GRPO)
= Reflection: Verbalized RL
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Large Language Models

Prompt/Data

= Agent: system
=  Environment: user
= State: history of past utterances

Evaluation

= Action: system utterance o
= Reward: task completion, "o I

Update the LLM

human feedback

Credit: https://www.twine.net/blog/what-is-reinforcement-learning-
from-human-feedback-rlhf-and-how-does-it-work/

“We posit that the superior writing abilities of . . —
LLMs, as manifested in surpassing human “This behavior (re-evaluation) is not only a testament
annotators in certain tasks, are fundamentally to the model’s growing reasoning abilities but also a
driven by RLHF, as documented in Gilardi et al. captivating example of how reinforcement learning
(2023) and Huang et al. (2023).” can lead to unexpected and sophisticated outcomes”
Llama 2 Technical Report (Touvron et. al 2023) Deepseek-R1 Technical Report (Guo et. al 2025)
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Recipe For Large Language Model Training

Step1 Step 2 Step 3
Collect demonstration data, Collect comparison data, Optimize a policy against
and train a supervised policy. and train a reward model. the reward model using

reinforcement learning.

A prompt is A prompt an A new prompt
@ ° »
sampled from our E several model . is sampled from L
xplain the moon Explain the moon Write a story
prompt dataset_ landing to a & yoear old Dutputs are anding to a & yaar ald the dataaet_ about frogs
sampled.
o O |
A labeler i — The policy PRO
demonstrates the @ @ 1 (D] ) generates .f:%.?t‘:-_
desired output y: et an output. 7
bﬂhﬁ‘."lﬂf. Some paople went
to tha maon A Iabeler ranks
the outputs from @ Lrn L it
This data is used - best to worst. 0-0-0-0
to fine-tune GPT-3 M The reward model .
with supervised '\'Z;w;.a;?' Calcu!:‘;cs a .4:’?:’"‘.&‘.
learnin reward for < 7.
’ £ This data is used . the output g
= EES to train our Poac®
o o’:’)?-?\l".
reward model. 2y The reward is
0:-0-0:0 used to update Iy
the polic
InstructGPT (Ouyang et. al 2022) > Poiey
using PPO
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Response Ranking

ﬂ Explain reinforcement learning in three sentences.

12> Reinforcement learning is a type of machine learning where an agent learns to make
decisions by receiving feedback in the form of rewards or punishments. The agent's goal
is to maximize its cumulative reward over time by exploring different actions and learning
which actions lead to the highest rewards. Reinforcement learning has been successfully
applied to a variety of tasks, including game playing, robotics, and recommendation

systems.

<2/2 Reinforcement learning is a type of machine learning that focuses on training an agent to
make decisions based on trial and error. The agent receives feedback in the form of
rewards or penalties for each decision it makes. By learning from this feedback, the agent

can improve its decision-making abilities over time.

Was this response better or worse? {3 Better (P Worse = Same X

7\ VECTOR UNIVERSITY OF
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RL from Human Feedback (RLHF)

= Collect a preference data set:

D={(s,a,,a_);}x_, wherea, > a_

= Train a reward model according to the Bradley Terry Model:
max Ep[loga(rg(s, ay) —19(s,a-))]

= Make a copy of the LLM and finetune it to maximize:

mfl?x ED,n¢ [rc,b (S» a)] o :BKL [T[cl) (a|s) | |7Tpretrained (als)]

7 VECTOR UNIVERSITY OF
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RLHF Improvements

Proximal Policy
Optimization (PPO)
Ouyang et al., 2022

Pre-trained Preference

LLM Data

R Max
“, likelihood
/q?{j it 0%2
1060 @O[‘

Fine-tuned : Reward

LLM Model

nucleus / fop-k

sampling Expensive
training
Text
generation Fast
generation
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Direct Preference
Optimization (DPO)
Rafailov et al., 2023

Reward Guided Text
Generation (RGTG)
Khanov et al, 2024
Rashid et al., 2025

Pre-trained Preference
LLM Data
Max
likelih
Fine-tuned
LLM
1 I Less
nucleus /Lop- Expensive
sampling —
training
Text
generation
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Pre-trained Preference
LLM Data

Nucleus / [top-k

Max
likelihood

v

Reward
Model

Inexpensive

sampling
training
Text
generation
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LLM Alignment with Preference Data

» Collect preference data: D = {(s,a,,a_); }r-1
where  s:user prompt a: system response
a, is preferredtoa_ (i.e.,a, > a_)

@ Domain
data

Instructlon Chent
data \ data
T0X101tz/ @ \ Fairn ess
preven ion d N
7 VECTOR ata UNIVERSITY OF



Reward Model

Stiennon, Ouyang, Wu, Ziegler, Lowe Voss, Radford, Amodei, Christiano
(2020) Learning to summarize from human feedback, NeurlPS.

= Reward function: ry(s, a) = real number

= Consider several possible responses a, > a, > :-- > a; ranked by
annotator

= Training reward function to be consistent with the ranking:

[ Loss(0) = — (Tl) E(s,ai,aj)EDataset logo (TG (s,a;) — 19 (S' aj)) ]

2
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Reinforcement Learning

Ouyang, Wu, Jiang, Wainwright, et al. (2022) Training language
models to follow instructions with human feedback, NeurIPS.

= Pretrain language model (GPT-3)

= Fine-Tune GPT-3 by RL to obtain InstructGPT
= Policy (language model): 4 (als)
= Optimize 74 (s) by Proximal Policy Iteration (PPO)

[ max Escpataset | Fa-rg(als)[70 (5, @] = B KL(Tg ( 19)[res - 15))) ]

7 VECTOR UNIVERSITY OF
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R
Policy Optimization
Stochastic policy w4 (als) = Pr(als; ¢) parametrized by ¢.

Supervised Fine-Tuning Reinforcement Learning
Data {(51, a;{), (52, a;), } {(Sl, al,‘l‘l), (52, az,rz), }

(a* denotes optimal action) (r denotes reward for s,a pair)
Objective Maximum likelihood Maximum expected rewards

max ) 10g7y(@rlsn) max }"y" Ex, [lsn, an]
n n
Policy ¢ <« ¢+ alVylogmy(an|sy) ¢« ¢+ab,Vylogmy(ay|sy)
update where G,, = Y2, v
7 VECTOR W UNIVERSITY OF
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REINFORCE Algorithm

REINFORCEC(s,)

Initialize 4 to anything
Loop forever (for each episode)

Generate episode sy, ag, rp, S1,a4, 71, -.., Sy, Ar, 'r With g

Loop for each step of the episoden = 0,1, ...,T

Gn N Z’tl,:=n yt Tt
Update policy: ¢ « ¢ + a G,Vy logmy(a,|s,)

Return

7 VECTOR siversity o
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Proximal Policy Optimization (PP0)

Initialize 74 and Vj, to anything

Loop forever (for each episode)
Generate episode sy, ag, 7o, S1, A1, 71, -+, SN—1, AN—1, Ty—1 With T4
Loop for each step of the episoden =0,1,...,N — 1

Gp < Zt ny Tt
A(Sn' an) « Gy — VW(STL)
Update value function: w <« w+ a,,A(s,, a,)V, V., ()

Update 7: optimize by stochastic gradient descent
| An S
/ [ ?Ea":;"% A(sy, an), ‘
¢ <—argmax—2 Zo min{ e .
¢ cli (na(an|sn) 1—¢1+ E)A(s a,)
k p 7T¢(an|sn), ) n “*n J

7 VECTOR UNIVERSITY OF
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Inference: Nucleus sampling

Sample from nucleus (top tokens A (What)[does|tne [yieta](>__] -
only) to avoid unreliable responses o
. . . . : nucleus
while ensuring diversity 1N |
Holtzman, Ari; Buys, Jan; Du, Li; | o
FOI‘beS, MaXWGH; ChOi, Yejin (2019). E E unreliable tail
The Curious Case of Neural Text | § .
° o T :6-: '3\“'.5‘“'@“'5 RO R P R SR 2
Degeneration, arxiv. & EF F T EF O

Credit: https://arsiv.labs.arxiv.org/html/2208.11523

7 VECTOR UNIVERSITY OF
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InstructGPT Results

Ouyang, Wu, Jiang, Wainwright, et al. (2022)

|l
% /
0.6 - :
N
~ | — Model
- = |
LL —o— PPO-ptx
()]
1) PPO
c
g 041 SFT
<
O GPT (prompted)
- GPT
£
; 0.2
1.3B 6B 1758
Model size
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RLHF Improvements

Proximal Policy Direct Preference Reward Guided Text
Optimization (PPO) Optimization (DPO) Generation (RGTG)
Ouyang et al., 2022 Rafailov et al., 2023 Khanov et al, 2024
Rashid et al., 2025
Pre-trained Preference Pre-trained Preference Pre-trained Preference
LLM Data LLM Data LLM Data
’?@,- Max Max Max
/Ofé[, likelihood likelih likelihood
091;] ?@0;
1060 @O[‘ ¢
Fine-tuned : Reward Fine-tuned Reward
LLM Model LLM Model
Less
nucleus / fop-k nucleus / rop-k . Nuclegs / fop-k .
sampling Expensive sampling Exp.en.swe sampling Ine Pepswe
training training training
Text Text Text
generation generation generation
8
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Direct Preference Optimization

Rafailov, Sharma, Mitchell, Ermon, Manning, Finn (2023) Direct

Preference Optimization: Your Language Model is Secretly
a Reward Model, NeurlIPS.

Reinforcement Learning from Human Feedback (RLHF) Direct Preference Optimization (DPO)
: Vtvr:zehar:;fypoiej?zj?om label rewards ) vtvr:gfw:t(;rayp;j?zj?om

: 7 "
— | > LEY[ —> reward model LM policy ﬁ >‘ — > final LM
E R
preference data maximum sample completions preference data

reinforcement learning

7 VECTOR UNIVERSITY OF
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Bypassing RL

= Recall RL objective:
md?x Esepataset [Ea~n¢(a|s) [re(s,a)] — B KL(T[qb(' |S)|7Tref(' |S))]

= Closed form solution (based on maximum entropy RL):

_ 1 ro(s,a)
3 (als) = 57 Trer (als) exp (“22)
= Isolate reward: ry(s,a) = B log T (A1S) + BlogZ(s)
Tref(A]S)

= Plug into preference objective:

Loss(0) = — G]i) E(s,ai,aj)EDataset logo (7"9 (s,a1) =79 (S’ aj))

S 7y (ai]5) 7 (4]5)
= T aa)epatase 087 (ﬁ 08 ey (ails) P logmef(aj|s))
7 VECTOR % UNIVERSITY OF
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Optimal Policy Derivation

arg;bnax Esepataset [Ea~n¢(a|s) [re(s,a)] — B KL(T[d)(' |S)|7Tref(' |S))]

mp(als)
Trer(als)

= arg;)nax Esepataset Ea~n¢(a|s) [TH (s,a) — Blog

_ [ gy (als) 1
= argmin Egeparaset Ea~n¢, (als) log —P— B 1o (s, Cl)]

by KL definition

since max = - min

Trer(als)

= argmin Esepgtraset Ea~n¢ (als) |108— To(ls) e a) —log Z(s) || where z(s) = Sy (als) exp (re(;“))

¢ mnref(alS) exp(
= argmin Eseparaset | Ea~my(als) |108— T (als) r (S a) since log Z(s) is independent of ¢

(o) ¢ Z(S)Tcref(alS) exp o

. [ g (als) 1 ro(s,a)

= arg;)nln Escpataset 'Ea~n¢(a|s) _lo n(:’* @) where y-(als) = Enref(als) exp ( . : )
= argmin Escpgraset | KL(Ty (- [9)]|Tp+ (- |5)) by KL definition

; !
= ¢* since KL is minimized when both arguments are equal
7 VECTOR UNIVERSITY OF
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Empirical Results

Rafailov et al. 2023

IMDb Sentiment Generation TL;DR Summarization Win Rate vs Reference
1.0 1 ° 0.7 DPO  —J— Preferred-FT  —f— GPT-
® ° Py ¢ oo @ %, o .0. . ~f— PPO == SFT —J— Best of 128
0-91 ° ..'::o" * 064 T §
0.8 '... * Q |
° o ®oe, % 0.5 fF======== N T —— - -
J ‘O..o “,® %0’ b )’ I
© 0.7 o) © o4 F—uor__ T I
= % o °® 0o _ * 1 \\J |
Q o % s °e ®e ® e o c 1 T 1
(a'd o o U =
061 o, o ¢ . . < 031
% Lo
0.5 A ¢ ." : 0.2 -
°® DPO (Ours) e PPO-GT (Our impl.)
,, e Unlikelihood e PPO-GT (TRL) 014 .
041 e PPO (Our impl.) e Preferred-FT F - 1 —
0.0 2.5 5.0 7.5 100 125 150 175  20.0 0-0 0.00 0.25 0.50 0.75 1.00
KL(rtg|[rTrer) Sampling temperature
UNIVERSITY OF
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RLHF Improvements

Proximal Policy Direct Preference Reward Guided Text
Optimization (PPO) Optimization (DPO) Generation (RGTG)
Ouyang et al., 2022 Rafailov et al., 2023 Khanov et al, 2024
Rashid et al., 2025
Pre-trained Preference Pre-trained Preference Pre-trained Preference
LLM Data LLM Data LLM Data
1?@1. Max Max Max
2%, likelihood likelih likelihood
e
‘91'01. 6’0;@ ¢
Fine-tuned : Reward Fine-tuned Reward
LLM Model LLM Model
Less
nucleus / fop-k nucleus / fop-k : Nucleus /top-k :
sampling Expensive sampling Exp.en.swe sampling Ine pensive
training traming training
Text Text Text
generation generation generation
7 VECTOR
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Sequence Generation

= Recall closed form solution

(s,a)
T (als) = 7= Trep(als) exp (H52)
= softmax (log Tror(als) + re(g,a))

= Text generation:

/ /T[ref(al s) /rg (s, al)\ \
7Tref(az S) o (s, a;)

a ~ softmax | log nref(a3 s) |+ | re(s,a3) | /B

\ \osCanls)) \mGsan)

7 VECTOR UNIVERSITY OF
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Token Generation
= Token-wise LLM modeling

ny(al]s, ati~t) = — ﬂref(a s, @ 1) exp (Te(sgll:i))

' . 1:i
— SOftmax (logﬂref(al|s, alil—l) + TG(S',BC! ))

s T k ] . ' ] J ]

oken generation /ﬂref(ai s, al:l—l)\ /TH(S’ ali-1 ai)\ \
. Trer(azls, a*™") ro(s, @', a3)
al ~ SOftmax log T[ref(aé S, al:i—l) + TQ(S, al:i—l (lé) /ﬁ

\ \n,ﬂef(a,il.;, al:i_l)/ \7"9 (s, a® an)/ /

7 VECTOR UNIVERSITY OF
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FaRMA: Faster Reward Model for Alignment

= Rashid, Wu, Fan, Li, Kristiadi, Poupart (2025) Towards Cost-Effective
Reward Guided Text Generation, ICML.

= Optimization problem:

max E(sa, a_)epataset 108 O-(TH (s,a;) —1p(s, a—))

: 1:1) — 1:i i+1: 3
Subject to rg (s, a®t) = max ro(s, [att, att1el]) vs, a, i

= In practice: alternate between minimizing two loss functions

- Ll (9) — _E(S,a+,a_)EDataset log 0(7”9 (s, a+) — Ty (s, a_))
1 y L 2
" L,(0) = 2 E(s,a)EDataset,is|a| (7'0 (s,a™") — a?:il)le : (S, [a™, al+1'|a|]))

7 VECTOR UNIVERSITY OF
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FaRMA Pseudocode

Repeat
Repeat for each (s, a,, a_) in minibatch

L,(8) = log a(ry(s, a,) — ry(s, a-))
0 <60 —aVL,(8)
Repeat for each (s, a,i) in minibatch

2

1 y y
L,(0) =~ (ra (s,a'?) — max 7, (s, al"“))
6 6 —aVL,(6)

7 VECTOR UNIVERSITY OF
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Empirical Results

TLDR Summarization

TL;DR Summarization 80
Method LLM F s£SE Time(min)
Tref frozen 0.984+0.18 2 ~ 60 PO
> O
ARGS frozen 1.46+0.16 32 g
PARGS frozen 1.56+0.19 31 ;§ 40
CD frozen 1.15%+0.16 29 o
FaRMA  frozen 2.0540.15 5 =
CARDS frozen 1.7340.16 17 20 1
DPO trained 2.08+0.18 2
PPO trained  2.054-0.14 5 0 . FaRMA | ARGS ‘ PARGS ‘ CD DPO PPO CARDS

0 10 20 30 40 50 60

Inference Time (mins)

Table 2. Avg. reward (over 100 samples) + standard error

total generation time for the TL;DR summarization task. Figure 2. GPT4 evaluation on TLDR
7 VECTOR UNIVERSITY OF
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Outline

 LLM Alignment

= Reinforcement Learning from Human Feedback
= Direct Preference Optimization
= Reward Guided Text Generation
= LLM Reasoning
= Search and planning
= Group Relative Policy Optimization (GRPO)
= Reflection: Verbalized RL
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Reasoning LLMs

Source: Pan, Ji et al. (2025) A Survey of Slow Thinking-based Reasoning

The recent timeline

LLMs using Reinforced Learning and Inference-time Scaling Law

f . 2025.1 OwO-
of reasoning | 252
LLMS fv\?} 73\ Search-
@Jg S X @ ol
“i=> LLaMA 2
8\=/5)E! 2025.3-4
9?; ) -Berry Sky-T1 \/| Grok-3 —
2024.11 ;?; — V) l
ope- 5 mm  rStar- @
oo Zero DPO-R1 QwO-
ST Math C.L0
£ ™ 0 Ll '5:»4'} LL““:AV ' LMM-RI1 Wenxin
=0 -x1
@ gpt-ol L HuatuoGPT SE— i
-0l psee Claude3.7 oo, GLM-
€L ol & -R1 '-‘_:f._‘-' Z1-Air
Deepseek o . . 03
. Kimi k1.5 Gemini2.5
& -R1-lite H i @ Pro
Skywork Al-
= @ open openAl-
2024.9 ;’L -ol 2024.12 03-mini 2025.2 03&04-mini

Fig. 1. The timeline of main reasoning LLMs.

7 VECTOR
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Inference Time Reasoning

Source: Ke, Jiao et al. (2025) A Survey of Frontiers in LLM Reasoning

a
P
Output == |
Steps —*> Answer 0 Agent-environment Agent-agent
[ interaction communication
e ! D
—
e Answer I A A A Interactive
Steps  —> Answer —Aggregate e _— Single-agent Multi-agent
: LLM System System
Standalone LLM i
environment Agent-agent Agent N
interaction Agent communication

)
M

!
Actor
Q Perception _.j

Observation

—*+ Action

Retrieve

Tool e @ Observation

Actlon

Agent 1
Perceptlon

= Communication

I Enwronment
/Coordlnaﬂon o

Environment AR Agent 1
Compiler
Agent N
paspt /gction
Message

Single-agent System Multi-agent System
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Reasoning by Searching

Source: Pan, Ji et al. (2025) A Survey of Slow Thinking-based Reasoning
LLMs using Reinforced Learning and Inference-time Scaling Law

Direct COT Best of N Tree Search Beam Search
Q Q Q

° ?\n/‘\o
N N N N

Q : Question : Good Step ‘ : Accept Answer . : Reject Step

Fig. 3. The search algorithms for test-time scaling
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Monte Carlo Tree Search

/—v Selection —— Expansion —> Simulation —> Backpropagation \

Tree Default

Policy Policy
v
- 4 J
7 VECTOR % UNIVERSITY OF
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Learning to Reason

Source: Pan, Ji et al. (2025) A Survey of Slow Thinking-based Reasoning
LLMs using Reinforced Learning and Inference-time Scaling Law

Reward

e Steps
° Answer
e Question

Step+1

(a)Reinforcement Learning

PRM: Process Reward Model

00000

PRM

ORM: Outcome Reward Model

00000

ORM

(b) Reward Model

Fig. 4. The reinforcement learning framework and reward model
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Simplifying PPO

Source: Shao, Wang et al. (2024) DeepSeekMath: Pushing the Limits of Mathematical Reasoning in Open Language Models

( Reference
PPO ' Model
Reward
@_{ Policy . Model
Model r N\
;//Ial;el Trained
O / Models

KL

Frozen
Models

Reference |
Model |

GRPO
. N\ ~
Policy 0, Reward | T, Group A,
Model . Model ‘— Computation —

Figure 4 | Demonstration of PPO and our GRPO. GRPO foregoes the value model, instead

ectimating the baseline from group scores, significantly reducing training resources.
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Group Relative Policy Optimization (GRPO)

Initialize 74 and V, to anything
Loop forever

Generate set of episodes {ty, ..., Tg—1}:
Sample 7, = (sy,ag, 75,517,071, ) Sny_1, Ay_1, Ty —q) With 74
Evaluate: Ry « YN, y'r(s?,a) vn

Loop for each episode g and step n
AY « (R — mean({RS, ...,RG1}))/std({RY, ...,RE™1)

Update m:

(O mel,,

ny(an|sy) "

T~ ag|sg)
li (5 1—e1+ )Ag
P (n¢(aﬁ|sﬁ) GLTE )

1v6-11vyN-1_.;
¢ <—arg£nax52g=oﬁ n—=o Min 1

Y

7 VECTOR siversity o
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DeepSeek-R1

Source: DeepSeek-R1: Incentivizing Reasoning Capability in LLMs via Reinforcement Learning (2025)

DeepSeek-V3

OpenAl-ol-mini

DeepSeek-R1-32B

nAl-01-1217

Ope

@##4 DeepSeek-R1

N
™~

(=]
A

(%) 9MIuU32Id d / Aoeanod v

bench Verified

[
=

SW.

LU

UNIVERSITY OF

%’ WATERLOO

g 8
P

MATH-500
(Pass@1)

j
&}

Codeforces

AIME 2024

QA Diamond
(Pass@1)
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Reflexion: Verbalized Reinforcement Learning

Source: Shinn, Cassano et al. (2023) Reflexion: Language Agents with Verbal Reinforcement Learning

Agent

External feedback (

| Self-reflection (LM)

Internal Reflective
feedback text
[ Evaluator (LM) | Experience

(long-term memory)

|

Trajectory
(short-term memory)

4.{

Actor (LM) }

—Obs / Reward — Environment

<— Action

7 VECTOR
INSTITUTE

( 2.

_______i 1. Decision making J L Programming ] [ 3. Reasoning ]
You are in the middle of a room Task: You are given a list of two Task: What profession does John
(a) Task [...] Task: clean some pan and put strangs: [..-1 ©F open "{"or close Lanchester and Alan Dean Foster
it in countertop. ') ' parentheses only [...] have in common?
l [ def match parens(1lst): Think: [...] novelist, journalist,
(b) Action:take panl from stoveburnerl sE sl.couse{ 'y * eritic [..:] sniovelist,

Trajectory Obs:Nothing happens. [...] s2icount (" (') == isl.counti("):") + screenwriter [...] common is
Action:clean panl with sinkbasinl s2dconnt (V) ) s Leviad novelist and screenwriter.
Obs:Nothing happens. [...] return 'No' Action: “novelist, screenwriter”

Evdﬁiﬁon Rule/IM Heuristic: Self-generated unit tests fail: Environment Binary Reward:

Hallucination.

assert match parens(...)

0

nternal / external)

(d)

Reflection

[...] tried to pick up the pan in
stoveburner 1 [...] but the pan
was not in stoveburner 1. [...]

[...] wrong because 1t only checks
if the total count of open and
close parentheses is equal [...]
order of the parentheses [...]

assumed that they both had the
same multiple professions [...]
accurately identifying their

| professions.

[...] failed because I incorrectly )

|

(e) Next
Trajectory

[...] Action:
stoveburner 2
[...] Obs: You put the pan 1 in
countertop 1.

take pan 1 from

[...]
return 'Yes' if check(Sl) or
check (S2) else 'No'

Think: [...] So the profession
John Lanchester and Alan Dean
Foster have in common is novelist.

Action: “novelist”

Figure 1: Reflexion works on decision-making 4.1, programming 4.3, and reasoning 4.2 tasks.
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Improved Reasoning by Self-Reflection

Source: Shinn, Cassano et al. (2023) Reflexion: Language Agents with Verbal Reinforcement Learning

Proportion of Solved Tasks

0

8(a) HotPotQA Success Rate

-=-- CoT only
ReAct only

0.6 —* CoT + Reflexion

=
B

o
N

—o— ReAct + Reflexion _—+—+

0 2 4 6

Trial Number

(b) HotPotQA CoT (GT)

CoT (GT) only
—o— CoT (GT) + Reflexion

=
<)

Proportion of Solved Tasks
o
(=)]

Proportion of Solved Tasks

e o @
o

S
©

=
»

0O 1 2 3 4 5 6 7
Trial Number

(c) HotPotQA Episodic Memory

e
=)

CoT (GT) only
CoT (GT) EPM
—o— CoT (GT) EPM + Reflexion

o
©

o
N ©

(8
o

1 2 3 4
Trial Number

Figure 4: Chain-of-Thought (CoT) and ReAct. Reflexion improves search, information retrieval,
and reasoning capabilities on 100 HotPotQA questions. (a) Reflexion ReAct vs Reflexion CoT (b)
Reflexion CoT (GT) for reasoning only (c) Reflexion vs episodic memory ablation.
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Conclusion

= RL key to

= LLM Alignment
« LLM Reasoning

» Current Frontier:

= Multi-agent RL for
agentic orchestration
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Source: Taghizadeh (2024) How Multi Agent LLMs Are Revolutionizing Reporting
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