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Homework 1:

Introduction to RL
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Creating Custom Grid-world Environment

State Space

● 4*4 = 16 cells in the grid
● s_t = (row, column)
● Dicrete(16) for better implementation of Q-learning
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Creating Custom Grid-world Environment

Action Space
● The agent can move in four directions
● 0: up
● 1: down
● 2: left
● 3: right
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Creating Custom Grid-world Environment

Implementation
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Creating Custom Grid-world Environment

Reward Space

 - Reaching the goal (G) at (3,3): +10 reward.
  - Falling into a hole at (1,1) or (2,2): -1 reward. 
  - Moving anywhere else: 0 reward.
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Creating Custom Grid-world Environment

Transition Probability

We assume this is deterministic environment.
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Creating Custom Grid-world Environment

Rendering
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Creating Custom Grid-world Environment

Solution using Qlearning
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Supervised learning vs RL

● When we want to make decisions
● Environment changes
● We can’t label all of the input and outputs
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Solving Predefined Environments

CartPole
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Solving Predefined Environments

CartPole with reward *2 wrapper 
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Solving Predefined Environments

CartPole  
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Solving Predefined Environments

FrozenLake 
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Solving Predefined Environments

Taxi 
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Solving Predefined Environments

Taxi with Q learning
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Solving Predefined Environments
Flappy Bird

● We use flappy-bird-gymnasium

● Actions : 
● 0 - do nothing
● 1 – flap

Rewards:
● +0.1 - every frame it stays alive
● +1.0 - successfully passing a pipe
● -1.0 - dying
● −0.5 - touch the top of the screen
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Solving Predefined Environments

Flappy Bird

● State space: The LIDAR sensor 
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Solving Predefined Environments

Flappy Bird

● See the link for details

Source: https://github.com/LukasDrews97/flappy-bird-reinforcement-learning/
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Solving Predefined Environments

Flappy Bird

● Hyperparameters
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