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Courtesy: Some slides are adopted from CS 285 Berkeley, and TS 234
Stanford, and Pieter AbbeeRs.tompact series on RL.
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Motivation

monocular RGB
camera
Option 1:
¥ ok sobokic Understand the problem, design a solution
manipulator
2-finger
gripper
object Option 2:
bin Set it up as a machine learning problem

supervised

learning (




=4 Motivation (cont.) -

. Teelev ~ 3
Courtesy: CS 285 course, Berkeley N /



Motivation (cont.)

reinforcement
learning

Courtesy: CS 285 course, Berk\eﬁeyu
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\_/ et Motivation (cont.)

o

* Supervised learning:

* Ground truth is known in advance.

* Training data are usually static and iid.

* Reinforcement learning:

* The best action (policy) is usually unknown a priori.

* Sequence of actions is needed.
* A series of trial and error (search) is performed.

* Usually delayed reward shows goodness of the trial.

* Data is dynamic (exploration) and non-iid.
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~  What is Reinforcement Learning?
N\~
reinforcement learning
supervised learning j Agent |
state reward action
s, | [R, A
' uter : R
Lc.fr'l':.m | [object label] ER Environment]<—
] | " pick your
input: x input: s; at each time step own actions
output: y output: a; at each time step /
data: D = {(Xzyyz)}\ data: (Slaahrlw")STaaTarT)
I N _ goal: learn my : sy — ay
goal: fo(x;) = y; someone gives o
this to you to maximize ), 7

Courtesy: CS 285 course, Berk\ejley \./
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~“The Anatomy of Reinforcement Learning

how well was our
choice of (x, y, z);
execute gripping!

fit a model/

estimate the return

gripping objects or ... when | grip some
object on a specific

location, what

on random or
else “best

happens physically;
i.e. how its (x, y, z)’s

guess” locations
generate samples

(i.e. run the policy) change?

improve our

improve the policy

“best guess”

Courtesy: CS 285 course, Berk\eﬁeyu & /’) o (/



N A Simple Example
-/
fit a model/

estimate the return
generate samples
(i.e. run the policy)

Y
RGN (0 — 0 + aVyJ(6) ( )

Courtesy: CS 285 course, Berkeley - v ;' \\‘ /) i



- Another Example

fit a model/
estimate the return

St41
generate samples
(i.e. run the policy)

backprop through f, and r to

improve the p0|lcy train o (St) = At

e )=
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Which pa

/real robot/car/poweﬁ

grid/whatever:

1x real time, until we

\invent time travel

N—
rts are expensive?

J(6) = E,

1 N
~y L i
MIRES W
i =1
trivial, fast
fit a model/
estimate the return

learn St+1 ~ f¢ (St7 at)

expensive

J

MuloCo simulator:

up to 10000x real time

generate samples

(i.e. run the policy)

0« 0+ aVyJ(0)
[ th li
S e backprop through fy and r to
train mg(s;) = ay

Courtesy: CS 285 course, Berk\e'ieyu g 2’ EJ\( /)o




. Model-based RL

T
.fit a model/ lesers e [ i)
estimate the return
generate samples
(i.e. run the policy)
Tl o ]RGN o] I[N o few options
o

S | <) : 1
Courtesy: CS 285 course, Berke 5 \ /




\/ > Value-based RL

Q™ (st,ar) = Z;‘C:t Er, [r(sy,ay)|st, at]: total reward from taking a; in s,

V7T (st) = Zzzt Er, [r(s¢,ay)|st]: total reward from s,

V™ (st) = Ea,~n(a,|s:) Q@7 (8¢, az)]

E (V™ (s1)] is the RL objective!

s1~p(s1)
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\/ % Value-based RL (cont.)
—/

fit a model/ it V(S) or Q(87 a)

estimate the return

generate samples
(i.e. run the policy)

IR RISl set 7(s) = arg max, Q(s, a)

Courtesy: CS 285 course, Berk\e"eyu @ Q\C /)3
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\/ N Direct Policy Gradient
N/

fit a model/ evaluate returns
estimate the return Pl Zt T(St, at)

generate samples
(i.e. run the policy)

improve the policy RallZas OngE[Zt r(s¢, ar)]

( y
Courtesy: CS 285 course, Berk\e"eyu @ Q\C /)4
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Actor-critic: value functions + policy gradients

fit a model/ fit V(s) or Q(s,a)

estimate the return

generate samples

(i.e. run the policy)

improve the policy RSN ENAVEYA[GICHRF: V]

7

Courtesy: CS 285 , Berkaley e | QQ )5
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\/ . Where do rewards come form?¢

-

* An expert gives us the reward

* Learning from demonstrations
* Directly copying observed behavior

* Inferring rewards from observed behavior (inverse reinforcement
LS

learning)



- Motivation (cont.)
Al Planning | SL | UL | RL | IL
Optimization X X | X
Learns from experience X | X | X | X
Generalization X X | X | X | X
Delayed Consequences X X | X
Exploration X

e SL = supervised learning; UL = unsupervised learning; RL = reinforcement
learning; IL = imitation learning

* Imitation learning typically assumes input demonstrations of good policies

* |L reduces RL to SL. IL + RL is promising area

Courtesy: CS 234 course, Stanford \/ , N
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- Planning vs learning

~—

_#» Two fundamental problems in sequential decision making

* Reinforcement learning:
* The environment is initially unknown
* The agent interacts with the environment
* The agent improves its policy
* Planning:
* A model of the environment is known

* The agent performs computations with its model (without any external

interaction)
* The agent improves its policy

* a.k.a. deliberation, reasoning, introspection, pondering, thought, search
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~_/ Whyshould we study deep reinforcement learning?

Impressive because no person had Impressive because it looks like
thought of it! something a person might draw!

01:33:54
01:38:39

“Move 37” in Lee Sedol AlphaGo match: reinforcement
learning “discovers” a move that surprises everyone

Courtesy: CS 285 course, Berkaley \/



4 Data-driven Al vs. RL

Reinforcement Learning

Explaining a joke @
PN
Prompt !
Explain this joke

Joke: Did you see that Google just hired an 10quent whale for
their TPU team? It showed them how to communicate between two

Data-Driven Al

Ll
P

ptdghtth I‘lisa
groups of TPUs.

+ optimizes a goal with emergent behavior

+ learns about the real world from data - but need to figure out how to use at scale!

- doesn’t try to do better than the data

Data without optimization ®)
doesn’t allow us to solve new
problems in new ways =

V |
Courtesy: CS 285 course, Berkeley N’ \ / e \ /20




A Bitter Lesson (Richard Sutton) -

“We have to learn the bitter lesson that building in how we think we

N’
think does not work in the long run. The two methods that seem to scale

arbitrarily ... are learning and search

Search

use computation to extract inferences

some optimization process that uses
optimization (typically iterative) computation to
make rational decisions

X
- @
©
- @
S

d ¢ ¥ &

allows us to understand the world

leverages that understanding for emergence

Data without optimization Optimization without data is =
doesn’t allow us to solve new hard to apply to the real /

problems in new ways world outside of simulators ‘
Courtesy: CS 285 course, Berkeley \ / /21


http://www.incompleteideas.net/IncIdeas/BitterLesson.html
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Superintelligence

-

_» The models are trained based on human annotations and preferences.

* Can they get smarter than humans?
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Preregs.

~, * Stochastic Processes (Prob. And Stats, Markov Processes, Estimation

Theory, Information Theory)
* Optimization (Lagrange Multipliers)

* Deep Learning (Concepts and Pytorch)



