
Lecture 11 - 29

Uncertainty in Model-Based RL
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A performance gap in model-based RL

Nagabandi, Kahn, Fearing, L. ICRA 2018

pure model-based
(about 10 minutes real 

time)
model-free training
(about 10 days…)
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Why the performance gap?

need to not overfit 
here…

…but still have high capacity over 
here
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Why the performance gap?
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very tempting to go 
here…
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How can uncertainty estimation help?

expected reward under high-variance prediction  
is very low, even though mean is the same!
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Intuition behind uncertainty-aware RL
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only take actions for which we think we’ll get high
reward in expectation (w.r.t. uncertain dynamics)

This avoids “exploiting” the model

The model will then adapt and get better
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There are a few caveats…

Need to explore to get better

Expected value is not the same as pessimistic value 

Expected value is not the same as optimistic value

…but expected value is often a good start
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Uncertainty-Aware Neural Net Models
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How can we have uncertainty-aware models?

Idea 1: use output entropy

what is the variance here? “the model is certain about the data, but we are not  
certain about the model”

why is this not enough?

Two types of uncertainty:

aleatoric or statistical uncertainty
epistemic or model uncertainty
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How can we have uncertainty-aware models?

Idea 2: estimate model uncertainty

“the model is certain about the data, but we are not certain about the model”

the entropy of this tells us  
the model uncertainty!
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Quick overview of Bayesian neural networks

expected weight uncertainty about 
the weight

For more, see:
Blundell et al., Weight Uncertainty in Neural Networks  Gal et al., Concrete Dropout
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Bootstrap ensembles

Train multiple models and see if they agree!

How to train?
Main idea: need to generate  “independent” 
datasets to get  “independent” models
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Bootstrap ensembles in deep learning

This basically works

Very crude approximation, because the  
number of models is usually small (< 10)

Resampling with replacement is usually  
unnecessary, because SGD and random  
initialization usually makes the models  
sufficiently independent
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Planning with Uncertainty, Examples
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How to plan with uncertainty

distribution over  
deterministic models

Other options: moment matching, more complex posterior estimation
with BNNs, etc.
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Example: model-based RL with ensembles

exceeds performance of model-free after 40k steps  
(about 10 minutes of real time)

before after
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Backpropagate directly into the policy?
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What’s the problem with backprop into policy?
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What’s the problem with backprop into policy?

• Similar parameter sensitivity problems as shooting methods
• But no longer have convenient second order LQR-like 
method, because policy parameters couple all the time steps, 
so no dynamic programming

• Similar problems to training long RNNs with BPTT
• Vanishing and exploding gradients
• Unlike LSTM, we can’t just “choose” a simple dynamics, 

dynamics are chosen by nature
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What’s the problem with backprop into policy?

• Use derivative-free (“model-free”) RL algorithms, with the model 
used to generate synthetic samples

• Seems weirdly backwards
• Actually works very well
• Essentially “model-based acceleration” for model-free RL 
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Model-based RL via policy gradient
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The curse of long model-based rollouts
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How to get away with accumulated errors?
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Model-based RL with short rollouts
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Dyna 
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General “Dyna-style” model-based RL recipe



Lecture 11 - 55

Instantiations 




