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Bellman’s Optimality Equation

• Assume a stochastic reward function.
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Bellman’s Optimality Equation (cont.)
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Bellman’s Optimality Equation (cont.)
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Bellman’s Optimality Equation (cont.)
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Questions

• Does there exist q* functions satisfying the Bellman’s 
Eq.?

• Is this function unique?
• Can value iteration find this function?
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Fixed Point

• For an operator T, we call x a fixed point if Tx = x. 
• q* is a fixed point of the Bellman’s Eq.
• Why?
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Fixed Point (cont.)
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Existence Proof

• Pick an arbitrary point x0. 
• Construct a sequence:
• Let 
• Note that
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Existence Proof

• Thus for any 𝜖 > 0, if                                  then
• Hence xn is a Cauchy sequence. 
• Therefore, it converges to a point, let’s call x. 
• Now, we show that x is a fixed point of T. 
• Note that:
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Uniqueness

• Proof by contradiction.
• Let x’ be another such fixed point.
• Then,
• Which is a contradiction.
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Application to the Bellman’s Eq. 

• Define the operator T as:



Lecture 18 - 13

T in Bellman is contraction
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Why value iteration converges to the fixed point?

• Let’s discuss!
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Policy Improvement Improves!

• If we set the new policy to maximize q(s, a) over a, the 
new policy leads to higher v(s) values for all states s.

• Let’s discuss!
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Policy Iteration Converges


