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Policy-based Theoretical Guarantees
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Recap: Policy Gradients
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Policy Gradient as Policy Iteration

main steps of policy gradient algorithm:

Familiar to policy iteration algorithm:
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Policy Gradient as Policy Iteration

claim:

could be interpreted as policy improvement!
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Policy Gradient as Policy Iteration
claim:

proof:
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Policy Gradient as Policy Iteration
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Policy Gradient as Policy Iteration
Can we ignore distribution mismatch?
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Bounding the distribution change
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Bounding the distribution change
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Bounding the objective value
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Soft actor-critic
1.Q-function update
Update Q-function to evaluate current policy:

This converges to .

2. Update policy
Update the policy with gradient of information projection:

In practice, only take one gradient step on this objective

3. Interact with the world, collect more data
Haarnoja, et al. Soft Actor-Critic Algorithms
and Applications. ‘18



Lecture 18 - 12

Soft actor-critic
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Loss functions
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Soft Actor Critic
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Soft Policy Evaluation
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Soft Policy Evaluation
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Soft Policy Improvement
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Soft Policy Improvement
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Soft Policy Improvement
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Soft Policy Iteration


