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So far in the course …

Reinforcement Learning: Learning policies guided by sparse rewards, e.g., win the game. 

● Good: simple, cheap form of supervision
● Bad: High sample complexity

Learning from Demonstration for Autonomous Navigation in Complex Unstructured Terrain, Silver et al. 2010 

Where is it successful so far? 

● In simulation, where we can afford a lot of trials, easy to parallelize
● Not in robotic systems: 

○ action execution takes long
○ we cannot afford to fail
○ safety concerns
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Reward shaping

Ideally we want dense in time rewards to guide the agent closely along the way. 

Who will supply those shaped rewards? 

Learning from Demonstration for Autonomous Navigation in Complex Unstructured Terrain, Silver et al. 2010 

1. We will manually design them: “cost function design by hand remains one of the ’black 

arts’ of mobile robotics, and has been applied to untold numbers of robotic systems”

2. We will learn them from demonstrations: “rather than having a human expert tune a 

system to achieve desired behavior, the expert can demonstrate desired behavior and 

the robot can tune itself to match the demonstration” 
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Imitation Learning: Learning from demonstrations

Given: demonstrations or demonstrator 

Goal: train a policy to mimic demonstrations

Image: An Algorithmic Perspective on Imitation Learning, Osa et al. 2018
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Use cases

Imitation learning is useful when it is easier for the expert to demonstrate the desired 

behavior rather than: 

● coming up with a reward function that would generate such behavior

● coding up with the desired policy directly, and the sample complexity is manageable

vs. Supervised Learning vs. Offline Reinforcement Learning
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Examples & demos
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Examples & demos

A Deep Learning Approach for Generalized Speech Animation, Taylor et al., SIGGRAPH 2017
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Imitation Learning methods

Two broad approaches:

● Direct: Supervised training of policy (mapping states to actions) using the 

demonstration trajectories as groundtruth (a.k.a. behavior cloning)

● Indirect: Learn the unknown reward function/goal of the teacher, and derive the 

policy from these, a.k.a. Inverse Reinforcement Learning

A Deep Learning Approach for Generalized Speech Animation, Taylor et al., SIGGRAPH 2017
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Direct Imitation Learning

4/17/2023
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Behavioral Cloning

Images: Bojarski et al. ‘16, NVIDIA
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Behavioral Cloning

Images: Bojarski et al. ‘16, NVIDIA
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ALVINN: An Autonomous Land Vehicle In a Neural Network

ALVINN: An autonomous land vehicle in a neural network, Pomerleau, 1988



Lecture 19 - 13

Policy Mismatch Problem
“In addition, the network must not solely be shown examples of accurate
driving, but also how to recover (i.e. return to the road center) once a
mistake has been made. Partial initial training on a variety of simulated
road images should help eliminate these difficulties and facilitate better
performance“

ALVINN: An Autonomous Land Vehicle In a Neural Network, [Pomerleau 1989]
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Demonstration Augmentation: NVIDIA 2016

“DAVE-2 was inspired by the pioneering work of Pomerleau [6] who in
1989 built the Autonomous Land Vehicle in a Neural Network (ALVINN)
system. Training with data from only the human driver is not sufficient.
The network must learn how to recover from mistakes. …”

End to End Learning for Self-Driving Cars, Bojarski et al. 2016
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Challenges of Behavior Cloning

● Behavior cloning makes i.i.d. assumptions 

○ Next state is sampled from states observed during expert demonstration

○ Thus, next state is sampled independently from action predicted by current policy

● What if        makes a mistake?

○ Enters new states that haven’t been observed before

○ New states not sampled from same (expert) distribution anymore 

○ Cannot recover, catastrophic failure in the worst case

● What can we do to overcome this train/test distribution mismatch?
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When to use Behavioral Cloning?

Use DAgger 
instead!
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DAgger

A Reduction of Imitation Learning and Structured Prediction to No-Regret Online Learning, Ross et al. 2011
Image:  An invitation to imitation, Bagnell, 2015
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DAgger

A Reduction of Imitation Learning and Structured Prediction to No-Regret Online Learning, Ross et al. 2011
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DAgger caveats

● Is hard for the expert to provide the right magnitude for the turn without feedback of his 

own actions! 

○ Solution: provide visual feedback to expert 

● The expert’s reaction time to the drone’s behavior is large, this causes imperfect actions to 

be commanded. 

○ Solution: playback in slow motion offline and record their actions.

● Executing an imperfect policy causes accidents, crashes into obstacles.

○ Solution: safety measures which again make the data distribution matching imperfect 

between train and test, but good enough.
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Indirect Imitation Learning

4/17/2023
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Indirect Imitation Learning

Approaches that learn policies to imitate expert actions can be limited by several factors:

● Behavior cloning provides no way to understand the underlying reasons for the expert 
behavior (no reasoning about outcomes or intentions).

● The “expert” may actually be suboptimal.
● A policy that is optimal for the expert may not be optimal for the agent if they have 

different dynamics, morphologies, or capabilities.

An alternative approach: Learn expert’s intentions!

● Inverse Reinforcement Learning: Can we discover the reward function?
● Apprenticeship Learning: Can we then use the discovered reward to learn the optimal 

policy?



Lecture 19 - 23

Apprenticeship Learning

CS237b Stanford - Lecture 10: Imitation Learning


