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Hierarchical RL

= Consider an activity such as cooking
* High-level: Choose a recipe, make grocery
List
 Medium-level: get a pot, put ingredients in
the Pot, stir until smooth
* Low-level: wrist and arm movement,
muscle Contraction

= All have to be seamlessly integrated.

Lecture 23, 24 - 2




Hierarchical RL

= Temporal Abstractions is not specific to RL, it has a long root
in Al.

= |t has been shown to:
 Generate shorter plans
* Reduce the complexity of choosing actions

* Provide robustness against model misspecification
e Allow taking shortcuts in the environment
 |Improves interpretability
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Hierarchical RL
Temporal Abstraction

Advantages to planning
» Need to generate shorter plans
« Improves robustness to model errors
- Might need to look at fewer states, since the abstract actions have pre-defined
termination conditions
- Discretize the action space in continuous problems
Advantages to learning
+ Improves exploration (can travel in larger leaps)
 Gives a natural way of using a single stream of data to learn many things (off-
policy learning)
Advantages to interpretability
«  Focusing attention: Sub-plans ignore a lot of information - Improves readability
of both models and resulting plans - Reduces the problem size
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Hierarchical RL
Temporal Abstraction

Procedural, Temporally Abstract knowledge: Options

= @Generalize actions to include temporally extended courses of
actions.
= Anoption w = (I, , §) has three components:
 Aninitiationset/I € S
* Aterminations condition f : S- [0,1]
 Apolicym: Sx A ->[0,1]
= |f the option (I, T, B) is taken at s € I, then actions are selected
according to m until the option terminates stochastically according to

B.
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Hierarchical RL
Temporal Abstraction

Options - Example

= Robot Navigation: If there is no obstacle in front (I), go forward

() until you get too close to another object (B).

= Open-the-door:
e [: all states in which a closed door is within reach

e 11: pre-defined controller for reaching, grasping, and turning
the door knob

e (3: terminate when the door is open
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Hierarchical RL
'Emporal Abstraction

Options

Decision-Making with Options: Semi-MDPs

Time

MDP Discrete time
State :
Homogeneous discount

Continuous time
SMDP Discrete events
Interval-dependent discount
Discrete time
Options = /\ /\/ Overlaid discrete events
over MDP Interval-dependent discount
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Hierarchical RL
'Emporal Abstraction

Options

Example: Navig

4 stochastic
primitive actions

up
. Fail 33%
left right of the time
down

8 multi-step options
(to each room's 2 hallways)

o o el +

Example of > vy

one option’s B~ :;:T

policy: || A A
+

Target
Hallway
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Hierarchical RL
'E:mporal Abstraction

Options

Example: Navig

With cell-to-cell primitive actions
With room-to-room options
. &

Initial Values lteration #1 lteration #2
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Hierarchical RL
Options

Option-critic

Qa(s,w) = wa,g (a]s)Qu(s,w,a)

Qu(s,w,a) =r(s,a) —|—’VZP (8" | s,a)U(w,s’)

S

U(w,s") = (1 = Bu,s(s'))Qa(s’,w) + Bu,s(s)Va(s')
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Hierarchical RL
Options

Option-critic

Architecture Algorithm

Algorithm 1: Option-critic with tabular intra-option Q
Policy over options learning

54 8o

Choose w according to an e-soft policy over options
ﬂ'Q(S)

repeat

Choose a according 10 7 g (@ | $)

‘Take action a in s, observe &', »

1. Options evaluation:
A1 — Quisw,a)
if s’ is non-terminai then
6 —d+ '}[1 - Il‘j.,.‘ﬂ(.‘il]:}(ﬁ)(l['sl,u}:l +
Y3u.0(8") max Qals, @)

™ end
8¢ Critic error o Quis,w.0) + Qu(s,wa) +ad
Qu,An

2. Options improvement:

Gradients

dlogw, ol 5) ¢
8 0+ apllotTusl®l D (s 4 q)
. P g als') o 7
T @ — g™ (Qals’,w) — Vals')

if 3.,y terminates in 5" then

choose new w according to e-soft{wg(s’))
- — ] i/
Environment g ey

until 3’ is terminal
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Hierarchical RL

Eptions
Option-critic
‘ —_ SARSA(0)
500 |- . . ___AC-PG
— OC 4 options
400 | OC 8 options
'
g
@ 300
A it AR
p—— AR LR
0 500 1000 1500

Episodes

S - . o . After a 1000 episodes, the goal location in the four-room
Termination probabilities for the option-critic agent learning domain is moved randomly. Option-critic (“OC”) recovers faster
than the primitive actor-critic (“AC-PG”) and

with 4 options. The darkest color represents the walls in
the environment while lighter colors encode higher SARSA(0). Each line is averaged over 350 runs.

termination probabilities.
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Hierarchical RL
p_ptions

Option-critic

ROPA Ao T v
MW“-'WMW%\WW

g 83

oot

' : — 4 options
: —— 3 options|
: — 2 options

0 25 50 100 150 2b0 250
Episodes

AT
Hpagngh

Undiscounted Return

:

Pinball: Sample trajectory of the solution found
after 250 episodes of training using 4 options All options Learning curves in the Pinball domain
(color-coded) are used by the policy over options in '
successful trajectories. The initial state is in the top left
corner and the goal is in the bottom right one (red circle).
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