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Courtesy: Some slides are adopted from CS 285 Berkeley, and CS 234 
Stanford, and Pieter Abbeel’s compact series on RL.
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Motivation (cont.) ChatGPT; Why RL?!

2Courtesy: OpenAI Blog 
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Courtesy: J. Alammar, The Illustrated DeepSeek R1 



Motivation (cont.)
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Courtesy: T. Chu, et al, SFT Memorizes, RL Generalizes: A Comparative Study of Foundation Model Post-training, 2025



History
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Let’s Begin: Markov Decision Processes (MDPs)
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The Goal
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• The policy is 𝜋!: 𝑆 → 𝐴 for infinite horizon or

𝜋!: 𝑆×{0, … , 𝐻} → 𝐴 for finite horizon MDP.

Sometimes the policy could be stochastic: 𝜋 ∶ 𝑆×𝐴 → [0,1], which is

𝜋 𝑎 𝑠 = Pr(𝐴" = 𝑎|𝑆" = 𝑠).



Example: Grid World
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Exercise
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Graphical Model of MDPs
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Partially Observable MDPs (POMDPs)
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• Often times the state St is hidden from the agent,

and only noisy or incomplete measurement of it is available Ot.



Policy as a function of St or Ot
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Optimal Value Function
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Optimal Value Function
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