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Value Function
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• 𝑉∗ 𝑠 = expected utility starting in s, and acting optimally in all subsequent 
actions.
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𝛾$𝑅(𝑠$, 𝑎$, 𝑠$()) 𝑠& = 𝑠



Value Iteration
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Value Iteration

19



Q-Values

• 𝑄∗ 𝑠, 𝑎 = expected utility starting in s, taking action a, and (thereafter) acting 
optimally

• Bellman Equation:

• Q-value Iteration:
20

𝑉∗ 𝑠 = max
""

𝑄∗(𝑠, 𝑎*)



Q-Value Iteration
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Policy Evaluation
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Policy Iteration
• One iteration of policy iteration

• Repeat until policy converges
• At convergence: optimal policy; and converges faster than value iteration under some conditions 
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One-step look ahead improves the policy
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• Consider an alternative policy 𝜋 +()
) (𝑡, 𝑠) that takes the prescribed actions in 

𝜋+()(𝑠) only at time t = 0; and stays the same as 𝜋+(𝑠) in later times. 

• The value function V(s) for this new time-dependent policy is larger than or equal 
to V(s) for the original policy 𝜋+ 𝑠 for all s. Why?

• Now let 𝜋 +()
, (𝑡, 𝑠), which takes the prescribed action in 𝜋+()(𝑠) only at times t 

= 0 and t = 1, and stays the same as 𝜋+(𝑠) in later times.

• Similarly, V(s) gets improved for 𝜋 +()
, (𝑡, 𝑠) compared to 𝜋 +()

) (𝑡, 𝑠) for all s.

• Repeating this argument 𝜋 +()
' (𝑡, 𝑠) becomes the same as 𝜋+()(𝑠).



An Example

+1 → +1

-1 ↑ -1

-1 → -1

-1 ↑ -1

-1 ← -1

-1 ↑ -1

-1 → -1 25

Let this be the initial policy 𝜋&, show how policy improvement, makes this policy better.



Planning vs. Learning

• Assumed to have access to the dynamics P(s’|s, a). 

• We don’t have access to this in the real world. 

• We need to estimate (or learn) the value functions.  
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Monte-Carlo Prediction
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● Experience samples to learn without a model

● MC methods require only experience— sample sequences of states, actions, and rewards from 
actual or simulated interaction with an environment.

● We can learn with samples: episodes!

We don’t have access to 

𝑃(𝑠*|𝑠, 𝑎)
Model Free Learning! 

Monte Carlo Methods - Introduction
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Monte-Carlo prediction

● Suppose we wish to estimate 𝑉"(𝑠), the value of a state s under policy π. 

● The first-visit mc method estimates 𝑉"(𝑠) as the average of the returns following first visits to s.
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Episodes: another example
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Every Visit Monte-Carlo Policy
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Incremental Monte-Carlo Policy
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Policy Evaluation Diagram
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Policy Evaluation Diagram
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