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Overview

• Introduction to model-based reinforcement learning
•What if we know the dynamics? How can we make 

decisions?
• Stochastic optimization methods
•Monte Carlo tree search (MCTS)
• Trajectory optimization
• Goal: Understand how we can perform planning with 

known dynamics models in discrete and continuous 
spaces
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Recap: Model-Free RL
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Recap: Model-Free RL
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What if we knew the transition dynamics?

• Often we do know the dynamics
• Games (e.g., Atari games, chess, Go)
• Easily modeled systems (e.g., navigating a car)
• Simulated environments (e.g., simulated robots, video games)

• Often we can learn the dynamics
• System identification – fit unknown parameters of a known model
• Learning – fit a general-purpose model to observed transition data

Does knowing the dynamics make things easier? 
Often, yes!
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Model-based RL

• Model-based reinforcement learning: learn the transition dynamics, 
then figure out how to choose actions.

• Today: how can we make decisions if we know the dynamics?
• a. How can we choose actions under perfect knowledge of the system dynamics?
• b. Optimal control, trajectory optimization, planning
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The deterministic case
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The stochastic open-loop case
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The stochastic open-loop case
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open-loop vs. closed-loop case



Lecture 11 - 11

The stochastic open-loop case



Lecture 11 - 12

Stochastic optimization
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Cross-entropy Method (CEM)
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Pros and Cons

• Pros
• Could be very fast (Parallelizable)
• Extremely simple

• Cons
• Very harsh dimensionality limit
• Only open-loop planning




